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Abstract

Existing methods to recover model accuracy on analog-digital hardware in the pres-
ence of quantization and analog noise include noise-injection training. However,
it can be slow in practice, incurring high computational costs, even when starting
from pretrained models. We introduce the Sensitivity-Aware Finetuning (SAFT)
approach that identifies noise sensitive layers in a model, and uses the information
to freeze specific layers for noise-injection training. Our results show that SAFT
achieves comparable accuracy to noise-injection training and is 2x to 8 x faster.

1 Introduction

Recent advances in analog-digital hardware is motivated by improving energy and speed efficiency
for deep learning applications. However, such devices are often susceptible to effects of analog noise
and reduced precision (quantization) which impacts the final model accuracy. One of the commonly
used approaches for tackling this issue includes noise-injection training. Here, the model is subjected
to the perturbations caused by quantization and/or analog noise, by injecting some representative
noise into the model’s layers during training, to recover accuracy [1} 2,13 4]]. Prior work has shown
that loss of precision due to quantization can also be treated as “noise’” and that models can be made
resilient to this loss by retraining with noise injection, where the injected noise is proportional to the
precision loss [4} 3]. However, noise-injection training can incur significant training time, even when
starting from pretrained models. The speed of training can be potentially improved by training only a
subset of the layers that are highly sensitive to noise, while freezing (i.e., disable weight updates) the
rest. As shown in Figure[Ta for ResNet50, some weights change substantially during noise-injection
training, while others hardly change and could potentially be frozen (conceptually similar to transfer
learning [15]). While prior work has looked at similar methods for speeding up training, they either
focus on BERT-like models [6} [7]], or rely on domain knowledge to identify noise sensitive layers [8]].

Motivated by these observations, we seek to answer the question: “Starting from a pretrained model,
can we identify which layers are the most sensitive to noise, and retrain just those?”. Prior work in
quantization has used KL-divergence to identify layers that are sensitive to quantization [9} |10, [11]].
We present an alternate metric for measuring layer sensitivity to noise, by computing the standard
deviation of the output differences between the noisy/quantized model and the noise-free/unquantized
model at each layer. We then introduce the Sensitivity-Aware Finetuning (SAFT) approach based on
noise-injection training, that selects specific layers for training based on the layer sensitivity analysis.

2 Sensitivity-Aware Finetuning

The motivation behind SAFT is the observation that after noise-injection training, the parameters of a
model change significantly only for specific layers, e.g., Figure [Ta]shows this for ResNet50. Keeping
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Figure 1: Sensitivity-Aware Finetuning (SAFT): motivation (left) and description (right)

such layers noise-free in the model results in larger accuracy improvements. This possibly indicates
that the layers whose parameters change the most have higher noise sensitivity. Hence, we seek to
retrain only the most noise sensitive layers to validate this hypothesis.

Our approach takes a pretrained model M, its noisy version N, and a sample batch of inputs X from
the training data. Note that N refers to the model used during standard noise-injection training [1]],
where we inject noise into the weights during the forward pass to perturb the outputs. The input data
is first passed through M and the inputs and outputs at every layer are stored. Then, the inputs at
every layer of the original model M are passed through the corresponding layers of N (See Appendix
Algorithm 1). The layer outputs for N are also saved, and the standard deviation' |of the differences
between the outputs of A/ and N are computed per-layer. The process flow is shown in [Tb}

Once the standard deviations are computed, SAFT involves: a) Identifying the top k layers with the
highest standard deviations; b) Selectively training only the top k layers of N while freezing the
parameters of the remaining layers. We note that k is an additional hyperparameter. The value of k
can be determined based on visualizing the standard deviation values in a plot, or it can be treated as
the other hyperparameters and set using tools such as Tune [[13]]. Another consideration here is the
batch size used for computing the statistics. The batch size should be sufficiently large to obtain a
reasonable estimate of the noise sensitivityﬂ When large batches cannot be processed, data samples
can be processed individually and stacked. The statistics can then be accumulated over the stack. For
training, we use the procedure in [1]], and apply the backward gradient updates to noise-free weights.

3 Experiments

We evaluate SAFT on eight different models. In all cases, similar to prior work in [14] we only apply
noise to the matrix-multiplication layers (such as Convolutions, Linear etc.), and leave other layers
such as batchnorm or activation layers as noise-free. We also evaluate the use of KL-divergence
as an alternate metric to standard deviation in our experiments. Similar to prior work, we evaluate
SAFT with simulated hardware noise using both multiplicative and additive noise, wherein noise is
injected into the weights [1} 2 [15]]. We sample the noise N from both a Gaussian distribution with
zero mean as in prior work [2], N ~ A(0, o), and from a Uniform distribution N ~ U[—7r1,71]. Our
baseline noise-injection is implemented similar to the approach in [[1]. The parameters of the noise
distributions for the different models are shown in Appendix Table[5] The specific noise parameters
were chosen so as to result in a drop in the performance of all the models, which can then be recovered
through training. Note that we set a fixed seed for all our training runs to ensure fair comparison.

For SAFT, we compute the standard deviation values on a single batch of training data. We freeze
total — k layers in a model during training, retraining only k. We determined k empirically by
visualizing the standard deviation plots and checking the number of layers that have a relatively high

"Noise mean is typically zero based on hardware models [12} [T} 3]
2We find that using the batch sizes typically used for training, works well in most cases



Table 1: Results comparing SAFT with baseline noise-injection training with Gaussian noise shows
similar performances. Here “Untrained” denotes performance before training, when noise is injected.
Note that SAFT achieves accuracy close to noise-injection training while being 2x to 8 x faster.

Multiplicative Gaussian Additive Gaussian SAFT
FP32 | Untrained Noise-inj SAFT | Untrained Noise-inj SAFT | Speed 1
ResNet18 69.8 68.7 69.1 69.0 66.0 67.4 67.8 2%
ResNet34 73.3 72.1 72.9 72.9 69.0 70.0 70.0 4x
ResNet50 76.1 74.9 75.8 75.6 70.7 73.1 73.1 8%
ResNeXt50 77.6 72.2 74.4 74.0 71.1 73.9 74.2 8%
MobileNet v3 | 74.0 70.8 71.7 71.6 70.9 72.7 72.6 5%
Faster RCNN | 59.0 56.5 58.9 58.7 52.2 54.4 54.8 3x
Mask RCNN | 56.0 52.0 553 55.6 48.5 53.6 54.9 3%
Bert Base 74.7 73.1 74.4 74.6 72.4 74.4 74.2 2%

Table 2: Results for finetuning with Gaussian injected noise using KL-divergence to freeze layers.

Untrained (Multiplicative / Additive) | Multiplicative (KL-d) | Additive (KL-d)

ResNet34 72.1/69.0 71.9 68.2
ResNet50 74.9/70.7 74.2 69.4
Bert base 73.1/72.4 74.2 74.1

noise standard deviation. We seek to standardize this procedure in our future work. Table[]in the
Appendix shows the batch size, and k values (#Frozen = #Total — k) used in our experiments.
Some models require more layers to be trained than others owing to higher noise in more layers.

Our experiments evaluate: Given the exact same training parameters, does SAFT perform similar to
baseline noise-injection training? Note that our research question compares our approach to noise-
injection training, rather than to obtain a predefined target performance, which noise-injection training
has already been shown to achieve with sufficient epochs [, 4, [14]. In our training experiments, we
only train for a few epochs (1-5 epochs) to see if the performances of the two approaches match,
whereas achieving close to the baseline noise-free FP32 performance takes many more epochs [14]].

4 Results

Noise standard deviation plots for four models are shown in Figure[2] Stars « indicate the layers
that are trained, while the remaining are frozen. Similar to prior findings, the first and last set of
layers in vision models exhibit high sensitivity [16} (17, [1]. We also see a “sawtooth” pattern in the
vision models like ResNet, corresponding to the repeating blocks in the network, consistent with
observations in prior work [12]]. For MobileNet v3, quite a few of the convolution layers have a higher
noise standard deviation compared to ResNet50. For Faster RCNN, we see that several layers in the
“head” of the model, responsible for predicting the bounding box locations, are particularly sensitive.
For Bert base, the sensitivity is quite spread out across the model with several layers exhibiting high
noise sensitivity. Specifically, 10 of the trained 20 layers are self-attention layers, with the remaining

Table 3: Results comparing SAFT with baseline noise-injection training for Uniform noise shows
similar performances. Here “Untrained” denotes performance before training, when noise is injected.

Multiplicative Uniform Additive Uniform SAFT

FP32 | Untrained Noise-inj SAFT | Untrained Noise-inj SAFT | Speed 1
ResNet18 69.8 68.2 69.3 69.0 64.8 66.9 66.2 2%
ResNet34 73.3 71.8 72.7 72.6 67.1 68.5 68.0 4x
ResNet50 76.1 74.5 75.1 75.3 67.9 70.5 70.1 8x
ResNeXt50 77.6 71.3 73.0 73.1 73.0 75.7 75.3 8%
MobileNet v3 | 74.0 71.4 72.1 72.2 72.9 73.9 73.8 5%
Faster RCNN | 59.0 57.1 58.2 58.2 56.2 57.0 57.2 3x
Mask RCNN | 56.0 53.4 54.5 54.8 49.5 51.5 51.6 3x
Bert Base 74.7 68.9 72.0 72.4 62.2 72.1 72.7 2x
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Figure 2: Plots of the per-layer standard deviations for four models: ResNet50, MobileNet v3 large,
Bert base, and Faster RCNN. The purple stars x denote the layers that were selected for training while
the rest were frozen. First and last layers of vision models have high standard deviations.

10 being intermediate and output dense layers. For models like Bert, identifying the most sensitive
layers can be tricky and a larger proportion of layers have to be trained compared to other models.

The corresponding training speed improvements are shown in Tables[I]and [3] where up to 8 x speed
improvements in training can be observed. In the case of a few models such as ResNet18 and RCNN,
speed up of about 2x and 3 x is observed. The actual amount of speedup depends on the processing
time of each layer, which in turn depends on the size of the layer (i.e., # of parameters). Hence, a
direct correlation between size of the model (i.e., # of layers) and the speedup is difficult to establish.

The final performance of SAFT in terms of the model metrics is shown in Tables [T]and 3| for Gaussian
and Uniform noise respectively. We see that SAFT (with k frozen layers) closely matchesﬂ the perfor-
mance of the full noise-injection training approach for all noise models, leading to improvements in
terms of the metrics. An interesting finding here is that specific layers that do not form a continuous
sequence, can be independently trained. Typically in transfer learning a continuous sequence of the
last few layers, such as the last few convolutional and fully-connected layers, are often retrained [3].

Lastly, we finetune a few models with Gaussian noise injection, using KL-divergence for selecting
the layers to freeze as opposed to using standard deviation (See Table[2)). Interestingly, using KL-
divergence did not improve performance on vision models, although it did perform well on Bert
base. It is possible that since most layers in Bert base have high noise sensitivity (See Figure 2, KL-
divergence chose and trained some of the noisiest layers, whereas the noisiest layers are much more
specific and localized in the case of the vision models. These differences need further investigation.

5 Conclusions and Future Work

We introduced Sensitivity-Aware Finetuning (SAFT) for fast finetuning of pretrained models to deal
with noise. SAFT computes layer sensitivity using standard deviations to freeze some layers. SAFT
performs comparably to noise-injection training in terms of accuracy, while being faster at training.
In the future, we will investigate additional metrics for SAFT, including combinations of metrics like
standard deviation and KL-divergence. We will investigate techniques for easily identifying the &
hyperparameter used in SAFT and investigate the reasons as to why standard deviation works better
than KL-divergence in some cases and vice-versa. We believe the layer sensitivity analysis can also
be used for performing Partial Quantization and Quantization-Aware Training [[14]] in future work.

3Our results were confirmed with the Wilcoxon Signed Rank test (o = 0.05)
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A Appendix
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Table 4: # of total layers vs. frozen layers, and the speed increase for SAFT over baseline noise-
injection training (*Lower k values could potentially be obtained through a more rigorous search).

Batch size | k | # Total | # Frozen
ResNet18 256 10 21 11
ResNet34 256 10 37 27
ResNet50 256 10 54 44
ResNeXt50 256 10 54 44
MobileNet v3 256 15 64 49
Faster RCNN 20 8 68 60
Mask RCNN 20 8 74 66
Bert base 80 20 73 53

Table 5: Noise distribution parameters for the different models. The specific noise parameters were
chosen so as to result in a drop in the performance of all the models, which can then be recovered
through training.

Gaussian Noise o | Uniform noise

Mult Add Mult Add Epochs (training)
ResNet18 0.05 0.005 0.1 0.01 3
ResNet34 0.05 0.005 0.3 0.01 3
ResNet50 0.05 0.005 0.3 0.01 3
ResNeXt50 0.08 0.005 0.15 0.008 3
MobileNet v3 large | 0.02 0.005 0.03 0.008 5
Mask RCNN 0.01 0.005 0.01 0.008 1
Faster RCNN 0.05 0.005 0.05 0.005 1
Bert base 0.02 0.002 0.3 0.01 1




Algorithm 1: Computing layer sensitivity

Input: Original model M, noisy model N
Output: Layer output standard deviations S
Data: Sample batch of inputs X

Function save_data (M, X):

// Save input-output of each layer
Lnoder = {}

Omodel = {}
for i, I in enumerate(M.layers) do
if i = O then
Y =1(X)
I’rrwdel[l] =X
Omodel [l] =Y
else
Inwdel[l] =Y
Y =IY)
Omodel [l] =Y
end
end

return Imodel P Omodel

Function compute_stats (M, N, X):
Tcican, Oclean = save_data(M, X)
S={}
for [ in N.layers do
// Pass inputs of M through N
Ynoisy = Z(Iclean m)
Y/ - Ynoisy - Oclean [Z]
S[l] = std(Y)
end
// Sort in decreasing std values
return sort(S, )
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