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Abstract

In both mobile and web applications, a common technique to improve user interface
response times is to precompute data ahead of time for specific features. However,
simply precomputing data for all user and feature combinations is prohibitive at
scale due to both network constraints and server-side computational costs. There-
fore it is important to accurately predict per-user feature usage to minimize wasted
precomputation (“predictive precompute”). In this paper, we describe the novel
application of recurrent neural networks (RNNs) for predictive precompute in
large-scale production systems that serve billions of users. We demonstrate that
RNN models improve prediction accuracy, eliminate most feature engineering
steps, and reduce the computational cost of predictions by an order of magnitude.

1 Introduction

The relationship between application latency and user engagement is well-known; improving the
responsiveness of an application by just a few seconds can result in significant increases in user
engagement due to the limited attention span of users [1].

In modern applications, the most common source of latency is data fetching. One common strategy
to improve responsiveness from the user’s perspective is predictive precompute: we can predict the
probability that a user will access a feature given the current application state and their historical
access logs. We then only precompute data when the probability surpasses a certain threshold,
significantly reducing the proportion of wasted prefetches. The key to this approach is accurately
predicting user access probabilities, which translates well into a standard machine learning problem.

In this paper, we propose the use of recurrent neural networks as a novel improvement over previous
methods. We prove these benefits in production through an online experiment where RNNs yield a
7.81% increase in successful prefetches over a traditional model.

Finally, we highlight the benefits of the RNN computation model from a systems perspective. By
eliminating the time-based aggregations used in traditional models in favor of a single hidden state,
the overall computational cost of serving predictions is reduced by a factor of 10x.

Related Work Existing literature describes relatively simple models to estimate access probabilities
in the context of prefetching, through the use of CDF-based formulas, linear regression and decision
trees [2, 3, 4]. However, traditional methods all rely on the combination of different time-based
aggregation features (e.g. “the number of accesses within the last 7 days”). Aggregation features
require significant effort to tune (feature engineering) and can be computationally expensive to
serve in production. To address these problems, we are able to draw inspiration from research in
recommendation systems based on recurrent neural networks (RNNs) due to their innate ability to
model sequential data. For example, [5] describe the use of RNN-based recommender systems for
video recommendations based on user actions.
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Datasets Two datasets are used in this paper to evaluate our methods. Each dataset contains a
sequence of user sessions grouped by user. For each user, a session i is defined by an access flag
Ai ∈ {0, 1} denoting if a feature access occurred within the session, as well as context variables Ci.

MobileTab is a real-world dataset where predictive precompute is being deployed at Facebook,
containing 60.8M sessions from 1M users over a period of 30 days. We selected a tab on the
Facebook mobile application with moderate usage, defined sessions as the 20-minute window
following application startup, and logged an access if the tab was accessed within the time window.
Context variables include the current time, the unread notification count for the tab, as well as the
active tab at session startup.

Mobile Phone Use (MPU) is a public dataset published by Pielot et. al. [6], which contains 2.34M
sessions for 279 mobile phone users over a period of 30 days. We borrow heavily from the work by
Katevas et. al. [7] and define sessions as the 10-minute window after each notification is received,
recording an access if the notifying application was opened. Context variables include the current
time, the current screen state (off/on/unlocked), the notifying application name, and the most recently
opened application name.

2 Modeling Predictive Precompute

2.1 Definitions

For each dataset, we have a chronologically ordered sequence of n logged historical sessions for
each user with contexts C1, ..., Cn and access activity A1, ..., An. Let t1 < t2 < · · · < tn denote the
UNIX timestamp of each session. For session i, we would like to estimate the probability of an access
given all known information past and present, i.e., P (Ai | C1, A1, C2, A2, ..., Ci−1, Ai−1, Ci).

2.2 Traditional Models

A simple baseline model (the percentage-based model) is to return the current access percentage
based on all historical sessions for each user: P (Ai) =

∑i−1
j=1Aj/(i− 1) with P (A1) = 0.

To construct logistic regression (LR) [8] and gradient boosted decision tree (GBDT) [9] models, we
construct a feature vector for each session by one-hot encoding categorical variables and taking the
sum and average of previous values of Ai across several time windows (28 days, 7 days, 1 day, 1
hour). We obtain context-aware versions of each aggregation by filtering to previous sessions with
matching contexts (e.g. those with the same day of the week). We also incorporate the time difference
since the last session and last access as features, also with some context-aware versions.

2.3 Recurrent Neural Networks

Whereas traditional models treat the access prediction for individual sessions as independent events,
the innovation of recurrent neural networks (RNNs) is to process events in a sequential manner while
introducing a persistent hidden state to carry over information from previous events. In this section,
we describe how an RNN can be used to process a sequence of sessions.

Feature extraction. Each step of the RNN model must receive a fixed-length feature vector. We
construct a feature vector fi from each Ci by one-hot encoding categorical variables. To incorporate
time into the model, we also input ∆ti = ti − ti−1 to the recurrent network at each step, where
∆t1 = 0. Due to the uneven distribution of time differences, we transform time elapsed features by
bucketizing them based on their logarithm (T (∆ti)). Finally, when updating the hidden state we also
incorporate the access label Ai. Note that no aggregation features are computed.

Modeling delays. To model real-world behavior accurately we must take into account two sources
of delays: (1) that the ground truth Ai cannot be determined until the session ends (recall that each
session has a fixed length, e.g. 20 minutes), and (2) that obtaining hi is not instantaneous (i.e. it takes
some time, ε). To address this we define a lag parameter, δ, equal to the session length plus ε. To
enable hidden updates and predictions to be processed separately, we break up the traditional RNN
unit into an updater (RNNupdate) which produces new hidden states, and a feed-forward network
(RNNpredict) which produces predictions as output.
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Figure 1: Modeling sequences of access logs with recurrent neural networks. Multilayer perceptron
(MLP ) units produce output probabilities at time ti, while hidden state updates occur through the
gated recurrent units (GRU ) at time ti + δ (after a delay). Note that because t3 occurs before t2 + δ
it cannot make use of h2 and uses h1, t1 as inputs instead.

Putting everything together, we can define a sequence of hidden states h0 = 0, h1, ..., hn, with a
recurrence relation. Figure 1 illustrates the flow of data through the model.

hi = RNNupdate(hi−1, [fi;Ai;T (∆ti)])

To obtain a prediction P (Ai), we use RNNpredict with the latest known hidden vector accounting
for update lag, denoted hk, where k is the maximum k such that tk < ti − δ (if no such k exists, then
we let k = 0 and ti − tk = 0):

P (Ai) = RNNpredict(hk, [fi;T (ti − tk)])

2.4 Model Architecture

For RNNupdate we compared GRU [10], LSTM, and tanh architectures and found that 128-
dimensional GRUs provide the best performance. For RNNpredict, a simple architecture where
the input vector and hidden vector are concatenated and passed into a single-layer 128 neuron feed-
forward multilayer perceptron (MLP) provides good performance. We find that an element-wise
multiplication of the hidden vector with a latent factor [5] derived from the context provides a
meaningful improvement:

h′i = hk ◦ (1 + L([fi;T (ti − tk)]))

where k is the latest known index as described previously and L is a linear transformation matrix.

We can summarize the formulation as:

P (Ai) = σ(b2 +W2 ·ReLU(b1 +W1[h′i; fi;T (ti − tk)]))

Here σ denotes the sigmoid function while b1, b2 represent constant bias vectors andW1,W2 represent
linear transformation matrices.

3 Experiments and Evaluations

3.1 RNN Training

RNN models are trained using PyTorch v1.11 using the Adam optimizer with a learning rate of 1e−3.
We also include a 20% dropout layer in the middle of the MLP to prevent overfitting.

1https://github.com/pytorch/pytorch/releases/tag/v1.1.0
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To calculate training loss we average the log loss over all sessions from the last 21 (out of 30) days;
we find that this consistently yields better evaluation metrics than training on the full 30 days.

The MobileTab dataset is randomly split into training and test groups by user, with 90% of users in
the training group and 10% of users in the test group, and we train on minibatches of 10 users. With
1M users only one training epoch is required for convergence.

Due to the small number of users in the MPU dataset, we opt for an alternative k-fold cross-validation
setup with k = 4 and train a separate model on each split without minibatches for 8 epochs. Evaluation
metrics are measured over the combined cross-validated predictions (from all 4 folds).

3.2 Offline Experiments

0 0.2 0.4 0.6 0.8 1

0.2

0.4

0.6

0.8

1

Recall
Pr

ec
is

io
n

%Based

LR

GBDT

RNN

Figure 2: PR curves for MobileTab.

Figure 2 shows the full precision-recall curve
across all tested models for MobileTab. We eval-
uate predictions on the last 7 days of testing data
in each dataset to get a better estimate of per-
formance in production, because the majority of
users already have a full 30 days of history.

To obtain a single numerical metric for model
comparison we use the threshold-invariant area
under the precision-recall curve (PR-AUC). Ta-
ble 1 compares the PR-AUC across all tested
models and datasets. Table 2 compares the re-
call for each model at a fixed 50% precision,
where the difference between models becomes
more apparent.

While RNNs have a clear advantage in model
performance and significantly reduce serving computational costs, it requires more training time and
more data. The MPU dataset contains around 2.34M sessions, and takes about 10 hours to complete
8 training epochs. In contrast, GBDT models can be trained in minutes with just 104 data points.

Table 1: PR-AUC values.
Model MobileTab MPU

%Based 0.470 0.591
LR 0.546 0.683
GBDT 0.578 0.686
RNN 0.596 0.767

Table 2: Recalls at 50% precision.
Model MobileTab MPU

%Based 0.413 0.811
LR 0.596 0.906
GBDT 0.616 0.917
RNN 0.642 0.977

3.3 Online Experiments

For the MobileTab dataset, we productionized the RNN model described above to replace an existing
production GBDT model at Facebook. We will explain our infrastructure and experiment results in
this section.

Context variables for each user are sent to a stream processing system similar to Apache Kafka2,
tagged by a unique session ID. Tab accesses are also sent to the same system with a matching session
ID. Events are buffered by session ID, and after a timer corresponding to the session length fires, the
context Ci and access flag Ai are computed. We then retrieve the most recent hidden state for the
user hi and execute the GRU part of the model to calculate and store a new hidden state. The most
recent hidden state for each user (a 128-element floating point vector) and session timestamp are
stored in a real-time data store similar to Redis3. We use TorchScript4 to run MLP and GRU models
in a remote execution environment.

2https://kafka.apache.org
3https://redis.io
4https://pytorch.org/docs/stable/jit.html
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At session startup time, the most recent hidden state along with the current context variables are
retrieved and sent through the MLP part of the model to calculate an access probability p. We eagerly
precompute and retrieve the tab contents if p is greater than a fixed threshold, chosen to target a
precision of 60%. This corresponds to a recall of about 51.1% in the RNN model vs. 47.4% in the
GBDT model. This comes out to a 7.81% increase in “successful prefetches” (i.e. accesses that were
successfully prefetched).
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Figure 3: Online PR-AUC for MobileTab.

We report several observations after monitoring
the behavior of the productionized model over
a period of about 90 days:

Relative production resources. In large-scale
system one significant benefit is the incremental
nature of hidden updates: with manual feature
engineering we need to store and retrieve the en-
tire sequence, but with RNNs we only need the
last known hidden vector. RNN models are in-
deed more resource intensive — empirically the
TorchScript model is about 9.5x more compu-
tationally intensive than a GBDT model. How-
ever, in practice, the most compute-intensive
component is actually the serving of aggregate
access percentages and time elapsed features
that GBDT model needs, which requires about two orders of magnitude more compute than the
model computation itself. Aggregation features are computed using a stream processing service in
combination with a key-value store. However, we still need to keep track of every combination of
context values in order to serve context-dependent aggregations, which may result in thousands of
unique keys per user. With billions of users, this multiplies into trillions of keys.

In contrast, with the RNN model, the storage footprint is limited to a single 128-dimensional (512-
byte) hidden vector for each user, which results in only one key-value lookup per prediction. By
decreasing both the storage footprint and request volume, this reduces the overall serving computa-
tional cost by about 10x in practice. Furthermore, neural network quantization methods can also be
applied to store single bytes instead of floating-point numbers for each dimension.

Cold start behavior. In our online experiment, we compared two groups of users starting with an
empty history to compare the warmup behavior between the GBDT and RNN models. We find that
it takes about 14 days for the RNN model to stabilize, and that it is consistently superior than the
GBDT model. Figure 3 displays the online PR-AUC for the first 30 days of the online experiment.

Long-term model quality and stability. Despite that the training data only spans 30 days, we see
that the empirical precision and recall are consistent with the results obtained from offline experiments,
and continue to maintain the same level of quality (with no sign of degradation) over a 90 day period.
This suggests that the hidden states produced by the RNNs are stable over long-term periods.

4 Conclusion

We present an overview of the predictive precompute problem as well as a selection of datasets
for comparison, including a real-world use case at Facebook. We demonstrate the novel use of
recurrent neural network (RNN) models to achieve state-of-the-art results in this domain through
offline experiments. In addition to achieving superior precision and recall metrics, RNNs significantly
reduce the need for manual feature engineering due to the automatic encoding of historical information
into hidden states.

We show that these advantages carry over to an online production environment at Facebook, where
RNN models maintain consistent performance over an extended 90-day period. We highlight how
RNN models decrease the computational cost of serving models by an order of magnitude by encoding
all prior history into an incrementally updatable and compact hidden state.

In closing, we hope that the techniques described in this paper make it easier for other applications
outside of Facebook to utilize predictive precompute.
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