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Abstract
As large language models (LLMs) show impressive performance on complex tasks,
they still struggle with longer contextual understanding and high computational
costs. To balance efficiency and quality, we introduce LLMSTEER, a fine-tuning-
free framework that enhances LLMs through query-independent attention steering.
Tested on popular LLMs and datasets, LLMSTEER narrows the performance gap
with baselines by 65.9% and reduces the runtime delay by up to 4.8× compared to
recent attention steering methods.

1 Introduction
Large Language Models (LLMs) have demonstrated remarkable capabilities in complex tasks such as
question answering, summarization, and reasoning [3, 1, 2]. To enhance their reliability, LLMs are
often augmented with domain-specific or user-specific knowledge that extends beyond their inherent
training data [15, 10, 5]. However, incorporating these supplemental contexts, which can exceed
thousands of tokens [11, 9], presents two challenges: (1) models often struggle to comprehend long
context (e.g., lost-in-the-middle problem [17, 13]) and (2) processing long context incurs substantial
runtime costs [18, 16, 25].

Since the Key-Value (KV) cache of the same context text chunks is often reused [19, 23, 11] multiple
times, many recent systems adopt prefix caching[11, 19, 20], which stores the KV caches for the
frequently reused contexts such that LLMs no longer need to prefill these contexts repeatedly.
However, the model persists in losing track of key information from the context as its KV pairs
remain unchanged. So, is there a way to simultaneously achieve high efficiency and high quality
without fine-tuning models?

We present LLMSTEER, a pioneering, fine-tuning-free framework that efficiently improves the
generation quality of models through post-hoc attention steering. More specifically, LLMSTEER
reweights attention scores to steer the model’s attention toward selected tokens, thereby improving its
contextual understanding. Our insight comes from the fact that storing and reusing the KV cache
offers an opportunity to modify the KV cache offline to improve the model’s understanding regarding
the context. Thus, all queries could benefit from this improvement as the process of modifying the
KV cache of the preceding context is independent of the queries. LLMSTEER enables LLMs to read
the same context in different ways by leveraging the idea that each pass through the same context with
different prefix prompts leads the model to generate distinct KV caches, which represent different
understandings of the context.

We implemented LLMSTEER on top of LLaMA-3.1-8b-Instruct [8], and compared LLMSTEER
with LLaMA-3.1-8b-Instruct, LLaMA-3.1-70b-Instruct [8] and the state-of-the-art attention steering
baseline. LLMSTEER demonstrates that by steering tokens that are consistently important across
the model’s understandings, it not only achieves a significant increase in F1 scores (e.g., 72.9 ->
82.0), but also delivers up to 4.8× faster compared to the baselines. LLMSTEER not only reduces
runtime costs but also improves generation quality. This paper is the first effort to (1) improve model
generation quality without fine-tuning and (2) do so in a way that is compatible with prefix caching.
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2 Post-hoc attention steering
Attention steering didn’t come out of nowhere. Methods like PASTA [24] and AutoPASTA [4]
introduce techniques to boost the generation quality of LLMs by guiding their attention to specific
parts of the input text. In PASTA, users manually specify tokens in the input and steer the LLM’s
attention toward these highlighted tokens through reweighting. However, annotating relevant input
spans by humans is not always feasible, especially for lengthy contexts and context-specific tasks.

AutoPASTA enhances PASTA by automating the process of identifying key contextual information
through iterative prompting. More specifically, AutoPASTA directly prompts the LLM to generate
the key sentence in the context based on the query, and then upweight the attention scores of tokens
in the key sentence. Despite its potential in improving model’s generation quality, AutoPASTA has
several limitations.

First, the iterative prompting approach necessitates two LLM calls, which increases runtime latency.
Second, AutoPASTA is incompatible with prefix caching, a technique in which KV caches of the
frequently used text chunks are stored and reused such that the prefill of the reused text chunks can be
skipped. For example, Llama-8B [8] requires 2.04 seconds to process a 5000-token context using 2
A40 GPUs. However, if the KV cache of the text chunk is precomputed and stored, only the final user
query needs to be prefilled, which only takes 0.039 seconds on the same hardware. Although prefix
caching can still be applied to the initial call in AutoPASTA, the second call cannot benefit from
prefix caching in that the attention of the context is steered in a query-dependent way. Consequently,
the KV cache of the context will be altered and can no longer be reused across different queries.

3 LLMSTEER design
We now present the design of LLMSTEER, which not only reduces runtime costs but also improves
inference quality. We begin with the basic insight, followed by how LLMSTEER selects and steers
tokens.

Basic insight: When an LLM processes a context in a single pass, some tokens may not receive
sufficient attention. By prompting the LLM to read the context multiple times, each with a different
prefix prompt and thus a different KV cache, we hypothesize that tokens with consistently high
attention scores across these KV caches are the ones requiring more attention.
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Figure 1: LLMSTEER system in an LLM inference workflow processes the same context twice using
different prefix prompts to generate key-value caches. It then reweights the selected tokens.

Key components: LLMSTEER consists of three high-level steps. First, it prompts the LLM to
process the context text chunks twice, each time using a different prefix prompt. This approach
leverages the insight that varying the prefix prompt influences how the LLM interprets the context.
Second, at each layer, it computes the cumulative attention scores for each head, selecting the top k
tokens based on these scores across all heads. It then identifies tokens that rank highly in both the
first and second passes. Finally, it scales up the attention weight of selected tokens. An illustrative
overview of LLMSTEER is shown in Figure 1 and the corresponding algorithm can be found in §A.2.

Contextual re-reading: In this step, LLMSTEER prompts the LLM to process the same context
twice, each time using a distinct prefix prompt. The goal is to force the model to read the context in
two different ways. The prefix prompts do not include the query itself because we want to ensure
that the context is read in a non-query-dependent manner. This allows the model to capture general
context-related information without bias toward a specific query. More importantly, given a fixed
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context C and a sequence of queries, our method makes the prefix cache reusable across all queries
and reduces the need to call the LLM twice for each query during online inference.

Token selection: For each pass, we store the cumulative attention scores of the prefix prompt and
context tokens at each layer and each head. For simplicity, we will ignore indices for layers and heads.
Specifically, for each layer and each head, consider the input prompt tensor X ∈ RL×D, where L
denotes the input prompt length and D represents the model’s hidden dimension. The attention matrix
is computed as:

A = softmax

(
QK⊤
√
D

)
∈ RL×L,

where Q = XWQ and K = XWK . Here, WQ,WK ∈ RD×D are learned weight matrices that
project the input prompt X into query and key spaces. Let Lp denote the combined length of the
prefix prompt and context. The attention matrix for the prefix prompt and context tokens is:

Ap = A[: Lp, : Lp] ∈ RLp×Lp .

To compute the cumulative attention scores, we sum the attention weights across each column of the
attention matrix. This summation gives us the total attention that each token has received from all
preceding tokens:

As =

Lp−1∑
i=0

Ap[i, :] ∈ RLp ,

where As(i) is the cumulative attention score for token i, representing the total attention received by
token i from all preceding tokens.

We then store the cumulative attention scores from all heads and layers along with their corresponding
indices for further processing. To determine which tokens to steer, we first sort the cumulative
attention scores for each layer across all heads and identify the top k tokens for that layer. Next, we
find the intersection of these top-ranked tokens from both passes, selecting those that consistently
rank high in both. These selected tokens are then upweighted.

Steering: In the steering phase, for each layer, LLMSTEER adjusts the attention mechanism by
applying a weighting matrix, denoted as M , which scales the attention scores for the selected tokens.
Initially, we define M ∈ RL×L, where L is the input prompt length, as a tensor filled with ones.
For the selected tokens at each layer, we update the corresponding entries in M using a predefined
scaling factor, α. We then expand M across the batch and head dimensions to align with the shape
of the attention weights, creating a tensor of shape R1×H×L×L, where H represents the number of
attention heads. Finally, we apply this weighting matrix element-wise to the original attention scores
at each layer, effectively steering the attention toward the selected tokens:

Asteered = M ⊙A,

where ⊙ denotes element-wise multiplication and A represents the original attention matrix.

4 Evaluation
4.1 Setup

Datasets: Our evaluation covers three datasets: SQuAD [21], TriviaQA [12] and GSM8K [6].
SQuAD is a reading comprehension dataset with questions based on Wikipedia articles. TriviaQA is
a large reading comprehension dataset, requiring reasoning across multiple sentences. GSM8K is a
collection of diverse grade school math word problems designed for multi-step reasoning. For each
dataset, we randomly sample 100 test cases. We use F1-score as the quality metric and request delay
(in seconds) as the efficiency metric across all datasets.

LLMSTEER setting: We apply LLMSTEER to Llama-8B, using an attention scaling factor α. The
two prefix prompts we used to generate different KV cache are provided in §A.1. Following the
AutoPASTA paper, we adopt coarse-to-fine model profiling on LLMSTEER to search for the optimal
set of layers and heads to steer that yields the most quality improvement.

Baselines: We compare LLMSTEER with three baselines: Llama-8B, Llama-70B (8-bit quantized)
and Llama-8B with AutoPASTA. We also adopt coarse-to-fine model profiling on AutoPASTA. We
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Figure 2: End-to-end Delay vs. Generation Quality. We assume KV cache is already in GPU memory
when the request is being served.

assume prefix caching is enabled. That is, the KV cache of the prefix instruction and the context is
pre-computed and has already been loaded to GPU memory when the request arrives.

Implementation: We build LLMSTEER and all the baselines on top of Huggingface Transform-
ers [22]. We implement AutoPASTA based on their paper as the code is not public yet. All experiments
are conducted on two NVIDIA A40 GPUs.

4.2 Results

Reduced request delay: As shown in Figure 2, LLMSTEER consistently achieves request delays
close to the 8B baseline across all datasets. On the SQuAD, TriviaQA, and GSM8K datasets,
LLMSTEER’s request delay is nearly negligible compared to the 8B baseline. Compared to the
70B model, LLMSTEER is able to reduce request delay by 7.1–7.5×. Compared to AutoPASTA,
LLMSTEER can still reduce the request delay by 1.4–4.8×.

Higher quality: Figure 2 demonstrates the high generation quality of LLMSTEER across all three
datasets. On the SQuAD dataset, LLMSTEER increases the F1 score by approximately 10% over
the LLaMA-8B model with prefix caching and by about 7% over AutoPASTA. This improvement
continues on the TriviaQA dataset, where LLMSTEER achieves a similar F1 score increase, surpassing
the 8B model by 12.5% and AutoPASTA by 11.4%. While our method does not outperform the 70B
model on the SQuAD and TriviaQA datasets, it closely approaches the performance of the larger
model without the substantial delay associated with the larger model. Notably, on the GSM8K dataset,
our method even exceeds the performance of the 70B model.

Understanding LLMSTEER’s improvement: Unlike AutoPASTA, LLMSTEER steers attention
without relying on query information, operating with less information yet achieving superior per-
formance. We test a query-dependent version of LLMSTEER and observe smaller improvements
compared to our query-independent method, suggesting that effective attention steering can be
achieved without incorporating query information.

5 Limitations and Future work
We plan to extend to longer context lengths (e.g., >10k tokens) to fully explore LLMSTEER’s
capabilities and to test it on models beyond Llama-8B to assess generalizability. We will also
conducting an ablation study to quantify the contributions of the steering mechanism versus contextual
re-reading. We will explore the limitations and capabilities of our method compared to traditional fine-
tuning, especially considering context window length and model reasoning capabilities. Additionally,
PagedAttention [14] and FlashAttention [7] could enhance efficiency. Investigating more fine-
grained steering at the granularity of individual token pairs, beyond our current token-level attention
upweighting, may further improve generation quality and will be explored in future work.

6 Conclusion
We introduce LLMSTEER, a novel attention steering method aimed to improve the generation quality
of LLMs by allowing the model to review the context multiple times. Specifically, LLMSTEER
narrows the response quality gap between small and large LLMs by 65.9% and deliver the responses
faster by 4.8× compared to the state-of-the-art attention steering baseline.
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A Appendix / supplemental material

A.1 Prefix prompts

Prefix Prompts:

Prefix prompt 1:  Answer the question based on the given passages. Only
give me the answer and do not output any other words. The following are 
given passages.

Prefix prompt 2: Respond to the query using only the provided 
texts. Only return the answer. DO NOT return any extra words. 
Below are the provided texts.

Figure 3: The two prefix prompts used in LLMSTEER to generate different key-value caches. By
processing the same context with these varied prefixes, LLMSTEER encourages the model to interpret
the context differently in each pass.

A.2 LLMSTEER Algorithm

Algorithm 1 LLMSTEER

Input A context C, a set of queries {q1, q2, . . . , qn}, an LLM L, prefix prompts P1, P2, and a scaling
factor α.
1: Contextual re-reading: Ai = AttentionL(Pi ⊕ C) for i ∈ {1, 2};
2: Token selection: T (l) =

⋂2
i=1 TopK(

∑
h A

l,h
i , k), where l denotes the layer and h denotes the

attention head;
3: Steering: Asteered = M⊙A, where M denotes a weighting matrix;
Output Modified attention weights for context C: Asteered
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: §1 discusses the paper’s scope and contribution.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations are discussed in §5.
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Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: This paper contains no theoretical proof.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We describe our design in §3 and algorithm in §A.2, which are sufficient to
reproduce our main results.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: We are using open datasets, and we will public our github repository upon
acceptance.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: §4.1 discusses the choice of hyperparameters for this paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: While we don’t include error bars, our F1 score remains significant, as we
approach and even exceed the performance of a 70B model using an 8B model for inference.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Hardware requirements are specified in §4.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
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• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: This paper raises no ethical issues.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: §1 discusses how our work allows people to save computation resources while
still achieving the desired accuracy, with no negative impact.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This paper only uses open datasets.
Guidelines:
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• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: All assets used in this paper, including public datasets and open-source models,
are properly cited in the References, and their licenses and terms of use have been fully
respected.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]
Justification: This paper does not involve crowdsourcing or research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing or research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

14


	Introduction
	Post-hoc attention steering
	LLMSteer design
	Evaluation
	Setup
	Results

	Limitations and Future work
	Conclusion
	Appendix / supplemental material
	Prefix prompts
	LLMSteer Algorithm


